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• Prompt (State): user queries (")
• Response (Action): language model generation $
• Reward function: % ", $ ∈ 0,1

(in this project we only study MAB) Picture from 
https://multithreaded.stitchfix.com/blog/2020/08/05/bandits/

Bandit view of language model alignment
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• A tabular softmax policy !" for MABs satisfies

!" # = e"&
∑() e"&*
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Policy
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Preference-based RL

• A preference model !⋆ #$ ≻ #& indicating the probability that #$ is 
preferred over #&

• After choosing a pair of arms (#$, #&), observe a sample 
!~Bernoulli !⋆ #$ ≻ #&

• BT preference model

!⋆ #$ ≻ #& = 4 5 #$ − 5 #& = e7 89

e7 89 + e7 8;
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Motivation: how fast can data help DPO converge

• Human preference dataset ! = #$% , #' % %()

*

• In the +th sample, #$% is preferred over #' %

• DPO (a popular alignment algorithm)

• ℒ- . = − )
*∑%()

* log 4 5 log -6 78(:)

-<=> 78
(:) − 5 log

-6 7?
(:)

-<=> 7?
(:)

• Closed-form solution: @⋆ (#) = )
B @CDE # eG (7)/I

• We want to study: how fast can DPO converge to optimality with 
different sampling distributions on data?



University of Washington 6

Motivation: how fast can data help DPO converge

=: # $, $&; ( )
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• Suppose we have two sampling policies !"# for $# and !"% for $%
• Define sampling probability

• Exact DPO loss function

• Policy update
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Ideal Case: Exact DPO

Stop gradient

Sampling coefficient determined by samplers
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• Mixture of samplers

• Central to our design
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Ideal Case: Exact DPO
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• No access to exact gradients

where !"($) is a random variable that

• Mixture of samplers
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Practical Case: Empirical DPO
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Main results

• Uniform sampler (vanilla)

• Policy-difference guided sampler (ours)

linear convergence!

quadratic convergence!

determined by initialization
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• Sampling coefficient !" = $ %, !% = ∑(,() exp - . − - .)
• Upper bound
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Regime 1: Known Reward
Not practical, only for proof of idea

Quadratic convergence!
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• Recall update

where
• Taylor expansion at ! "# − ! "% and setting &' "#, "% ∝
1/,- ! "# − ! "% gives
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Intuition

We care about
its convergence
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• The choice of ! eliminates the linear term:

• Bounding "## ≤ %
& ' < 0.097 and "# ≥ "# 1 > 0.196 gives

1 2, 2#; 5 67% < 0.5max
<,<#

1 =, =#; 5 6 >
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Regime 1: Known Reward
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• ② equivalent to !"# ∝ exp ( ) − )+,- , !"/ ∝ exp ( )+,- − )

• Sampling coefficient 0# = 2 /, 0/ = ∑4,45 6 4 6789 4:
6789 4 6 4:

;

• Upper bound
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Regime 2: Online Sampler

Quadratic convergence!

Current policy
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• Taylor expansion at ! log % & %'() &*
%'() & % &*

• Then same as regime 1.
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Regime 2: Online Sampler



University of Washington 16

Numerical Simulations
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LM Implementation

Safe-RLHF Iterative Prompt
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