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Recap: what is alignment?

Value alignment

To align the value or intention of AI system with humanity.
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Recap: what is alignment?

Ability alignment

To enhance the ability of AI in certain areas (coding/math).
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Recap: what is alignment?

Style alignment

To transfer the writing style of generated contents.
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Recap: basic knowledge of RLHF and DPO

Preliminary

Notations

Each prompt is a state x ∈ X .

Each response is an action y ∈ Y.
The reward function is a mapping R : X × Y → R.
Each policy is a mapping π : X × Y → ∆(Y).

Preference

A preference model p∗(y1 ≻ y2|x) indicates the probability that y1 is preferred over y2 given x
by the annotator (human).
Given (x , y1, y2), we observe a sample p ∼ Bernoulli(p∗(y1 ≻ y2|x)),
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Recap: basic knowledge of RLHF and DPO

RLHF

Preference dataset

We assume the existence of a human preference dataset, D = {(x (i), yw (i), yl
(i)}Ni=1. Here the

preference is observed as yw
(i) ≻ yl

(i).

Reward learning

Lr (ϕ) = − 1

N

N∑
i=1

log σ(rϕ(x
(i), yw

(i))− rϕ(x
(i), yl

(i))) ,

which is implicitly a sum of cross entropy loss.

Policy learning

PPO.
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Recap: basic knowledge of RLHF and DPO

DPO

Closed-form solution

With no restrictions on parameterization, the optimal policy is

π⋆(y |x) ∝ πref(y |x) exp(r(x , y)/β) .

Policy learning

Lπ(θ) = − 1

N

N∑
i=1

log σ

(
β log

πθ(yw
(i)|x (i))

πref(yw (i)|x (i))
− β log

πθ(yl
(i)|x (i))

πref(yl (i)|x (i))

)
.
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Logit mixing and its application

Starting with a question

Policy mixing

Give you two policies π1, π2, and w1,w2 ∈ R, then how to efficiently decode a response y to
maximize πw1

1 (y |x)πw2
2 (y |x) with an acceptable error?
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Logit mixing and its application

A common approach

Parameter merging (it is widely used)

Suppose π1, π2 are parameterized by θ1, θ2 respectively. then parameter merging is to produce
a new policy π′ parameterized by w1θ1 + w2θ2.

This approach clearly has no theoretical guarantee, especially when faced with complicated
non-linear architecture like Transformer.

Here is an easy way to hack it: suppose that we have a policy πa, which is built up with
self-attention blocks, now we reverse the sign of Q,K matrices in its last block (Q⊤K will not
change), and get πb. To get π0.5

a π0.5
b , can we directly merge their parameters? Clearly no.
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Logit mixing and its application

Another approach

Greedy decoding

There is a natural assumption in NLP: given a policy π and a prompt x , we can greedily
decode a response y to maximize π(y |x) with an acceptable error. The approach is to
autoregressively let

y t = argmax
s

π(s|x , y<t) ,

where y t is the tth token of y .
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Logit mixing and its application

Inspired by greedy decoding, here we provide a more theoretically-sound approach. Logit is
defined as zk(y t |x , y<t) := log πk(y t |x , y<t) + offset(x , y<t). Let z

⋆ := w1z1 + w2z2. Then
we have

argmax
y∈Y

πw1
1 (y |x)πw2

2 (y |x)

= argmax
y∈Y

w1 log π1(y |x) + w2 log π2(y |x)

= argmax
y∈Y

|y |∑
t=0

w1z1(y t |x , y<t) + w2z2(y t |x , y<t)

= argmax
y∈Y

|y |∑
t=0

z⋆(y t |x , y<t)

we can do greedy decoding here!
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Logit mixing and its application

Logit mixing

Logit mixing

Give you two policies π1, π2, and w1,w2 ∈ R, then we can autoregressively let

y t := argmax
s

πw1
1 (s|x , y<t)π

w2
2 (s|x , y<t) ,

to maximize πw1
1 (y |x)πw2

2 (y |x) with an acceptable error.
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Logit mixing and its application

Application of logit mixing

What can we do with such an efficient policy mixing approach?

Recall RLHF & DPO

With no restrictions on parameterization, the optimal policy is

π⋆(y |x) ∝ πref(y |x) exp(r(x , y)/β) .

Multi-objective alignment

Given π1 ∝ πref(y |x) exp(r1(x , y)/β), π2 ∝ πref(y |x) exp(r2(x , y)/β), where r1, r2 are two
different reward functions, then we can efficiently obtain

π⋆(y |x) ∝ πref(y |x) exp((w1r1(x , y) + w2r2(x , y))/β) ,

for any w1,w2 ∈ R. For example, given a helpful agent and a harmless agent, we can flexibly
balance them, without retraining a new model.
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Logit mixing and its application

Application of logit mixing

What can we do with such an efficient policy mixing approach?

Hyper-parameter adjustment

Given π ∝ πref(y |x) exp(r(x , y)/β), β′ ∈ R+, then we can efficiently obtain

π⋆(y |x) ∝ π
1−β/β′

ref (y |x)πβ/β′
(y |x)

∝ πref(y |x) exp(r(x , y)/β′) .

Thus we can efficiently adjust the RLHF hyper-parameter β without restarting training.
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Logit mixing and its application

Application of logit mixing

What can we do with such an efficient policy mixing approach?

Proxy tuning

Given π ∝ πref(y |x) exp(r(x , y)/β), π′, then we can efficiently obtain

π⋆(y |x) ∝ π′(y |x) π(y |x)
πref(y |x)

∝ π′(y |x) exp(r(x , y)/β) .

Thus we can first conduct RLHF on a small proxy model (like 7B), then plug it into a large
model (like 70B) and achieve equivalent effect.
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Logit mixing and its application

Application of logit mixing

What can we do with such an efficient policy mixing approach?

Jail breaking

Given π ∝ πref(y |x) exp(r(x , y)/β), π′, then we can efficiently obtain

π⋆(y |x) ∝ π′(y |x)πref(y |x)
π(y |x)

∝ π′(y |x) exp(−r(x , y)/β) .

Thus we can first conduct RLHF on a small proxy model (like 7B), then hack a strong model
to make it unsafe or privacy-leaking.
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Gradient entanglement in DPO

Rethinking DPO

DPO policy learning

Lπ(θ) = − 1

N

N∑
i=1

log σ

(
β log

πθ(yw
(i)|x (i))

πref(yw (i)|x (i))
− β log

πθ(yl
(i)|x (i))

πref(yl (i)|x (i))

)
.

Does this ensure that πθ(yw ) ↑, πθ(yl) ↓?
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Gradient entanglement in DPO

Preparation

Let r̂θ(x , y) denote β log πθ(y |x)
πref(y |x) . For a single sample (x , yw , yl),

Lπ(θ) = − log σ(r̂θ(x , yw )− r̂θ(x , yl)) ;

∇θLπ(θ) = −β
σ′(r̂θ(x , yw )− r̂θ(x , yl))

σ(r̂θ(x , yw )− r̂θ(x , yl))
(∇θ log πθ(yw |x)−∇θ log πθ(yl |x))

= −βσ(r̂θ(x , yl)− r̂θ(x , yw ))(∇θ log πθ(yw |x)−∇θ log πθ(yl |x)) .

One-step gradient descent

Denote c(θ) := ηβσ(r̂θ(x , yl)− r̂θ(x , yw )), then

∆θ = c(θ)(∇θ log πθ(yw |x)−∇θ log πθ(yl |x)) .

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 19 / 35



Gradient entanglement in DPO

Preparation

Let r̂θ(x , y) denote β log πθ(y |x)
πref(y |x) . For a single sample (x , yw , yl),

Lπ(θ) = − log σ(r̂θ(x , yw )− r̂θ(x , yl)) ;

∇θLπ(θ) = −β
σ′(r̂θ(x , yw )− r̂θ(x , yl))

σ(r̂θ(x , yw )− r̂θ(x , yl))
(∇θ log πθ(yw |x)−∇θ log πθ(yl |x))

= −βσ(r̂θ(x , yl)− r̂θ(x , yw ))(∇θ log πθ(yw |x)−∇θ log πθ(yl |x)) .

One-step gradient descent

Denote c(θ) := ηβσ(r̂θ(x , yl)− r̂θ(x , yw )), then

∆θ = c(θ)(∇θ log πθ(yw |x)−∇θ log πθ(yl |x)) .

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 19 / 35



Gradient entanglement in DPO

One-step gradient descent

Denote c(θ) := ηβσ(r̂θ(x , yl)− r̂θ(x , yw )), then

∆θ = c(θ)(∇θ log πθ(yw |x)−∇θ log πθ(yl |x)) .

By first-order Taylor-expansion, we have

∆ log πθ(yw |x) = log πθ+∆θ(yw |x)− log πθ(yw |x)
≈ ∆θ · ∇θ log πθ(yw |x)
= c(θ)(∥∇θ log πθ(yw |x)∥2 − ⟨∇θ log πθ(yw |x),∇θ log πθ(yl |x)⟩) ,

∆ log πθ(yl |x) = log πθ+∆θ(yl |x)− log πθ(yl |x)
≈ ∆θ · ∇θ log πθ(yl |x)
= c(θ)(⟨∇θ log πθ(yw |x),∇θ log πθ(yl |x)⟩ − (∥∇θ log πθ(yl |x)∥2) .
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Gradient entanglement in DPO
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Gradient entanglement in DPO

Gradient Entanglement

The chosen log-probability change ∇ log π(yw |x) depends on the rejected gradient
∇ log π(yl |x), and similarly, the rejected log-probability ∆ log(yl |x) change depends on the
chosen gradient (yl |x).

∆ log πθ(yw |x) ≈ c(θ)(∥∇θ log πθ(yw |x)∥2 − ⟨∇θ log πθ(yw |x),∇θ log πθ(yl |x)⟩) ,
∆ log πθ(yl |x) ≈ c(θ)(⟨∇θ log πθ(yw |x),∇θ log πθ(yl |x)⟩ − (∥∇θ log πθ(yl |x)∥2) .
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Gradient entanglement in DPO

Gradient entanglement

∆ log πw ,∆ log πl log πw , log πl Condition

∆ log πw ≥ 0 ≥ ∆ log πl log πw ↑ log πl ↓ ⟨∇ log πw ,∇ log πl⟩ ≤ ∥∇ log πw∥2, ∥∇ log πl∥2

0 ≥ ∆ log πw ≥ ∆ log πl log πw ↓ log πl ↓ ∥∇ log πw∥2 ≤ ⟨∇ log πw ,∇ log πl⟩ ≤ ∥∇ log πl∥2

∆ log πw ≥ ∆ log πl ≥ 0 log πw ↑ log πl ↑ ∥∇ log πl∥2 ≤ ⟨∇ log πw ,∇ log πl⟩ ≤ ∥∇ log πw∥2

Table: Three possible cases of the changes on chosen and rejected log-probabilities in DPO. ↑ and ↓
indicate increase and decrease. Case 1 (Ideal): log πw increases and log πl decreases; Case 2: log πw

and log πl both decreases but log πl decreases more; Case 3: log πw and log πl both increases but
log πw increases more.
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Gradient entanglement in DPO

One possible solution and remaining questions

Pairwise normalized gradient descent

We can modify the gradient update rule for the DPO loss as

∇θLπ(θ) = −βσ(r̂θ(x , yl)− r̂θ(x , yw ))

(
∇θ log πθ(yw |x)

∥∇θ log πθ(yw |x)∥
− ∇θ log πθ(yl |x)

∥∇θ log πθ(yw |x)∥

)
.

If so, the gradient entanglement issue can be naturally solved, but

How can this be practical?

Do we really need to increase the πw and decrease the πl? Why?

These questions might be interesting and worth exploring.
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Is your language model a Q-function?

More than reward

We already know that Your language model is secretly a reward function.

But they are still different: the reward model only produces one signal for a complete
response y , while the policy model produces signals for each token y t , i.e.

r(x , y) v.s. π(y1|x), π(y2|x , y0), . . . , π(y t |x , y1,...,t−1) .

It reminds us what?
Think about the per-step stuff related to reward:

Value function V (s).

Q-function Q(s, a).

Advantage function A(s, a) = Q(s, a)− V (s).
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Value function V (s).

Q-function Q(s, a).

Advantage function A(s, a) = Q(s, a)− V (s).
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Is your language model a Q-function?

Preliminary

Max-entropy RL (Soft RL)

Suppose we have per-token reward r(st , at), initial state distribution ρ(s0), then the
KL-constrained RL objective is

max
πθ

E
at∼πθ(·|st)

[
T∑
t=0

r(st , at) + βH(πθ)|s0∼ρ(s0)

]
.

The optimal value function and Q-function are defined as

V ⋆(st) := β log
∑
at

exp(Q⋆(st , at)/β)

a soft version of taking maximum

, Q⋆(st , at) := r(st , at) + V ⋆(st+1) .
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Is your language model a Q-function?

RLHF in max-entropy RL

Let the per-token reward be

r(st , at) =

{
β log πref(at |st), if st+1 is not terminal

r(x , y) + β log πref(at |st), if st+1 is terminal .

The max-entropy objective is

max
πθ

E
at∼πθ(·|st)

[
T∑
t=0

r(st , at) + βH(πθ)|s0∼ρ(s0)

]
= max

πθ

E
x∼ρ(x)

E
y∼πθ

[r(x , y) + β log πref(y |x)− β log πθ(y |x)]

= max
πθ

E
x∼ρ(x)

E
y∼πθ

[r(x , y)− β KL(πθ∥πref)]
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Is your language model a Q-function?

RLHF in max-entropy RL

For RLHF in max-entropy RL we have the recursion

V ⋆(x , y1...t−1) = β log
∑
s

exp(Q⋆(s|x , y1...t−1)/β) ,

Q⋆(yt |x , y1...t−1) =

{
β log πref(yt |x , y1...t−1) + r(x , y1...t) yt = ⟨eos⟩
β log πref(yt |x , y1...t−1) + V ⋆(x , y1...t) o.w.

.

Given an RLHF policy π, now we fix an x and V ⋆(x), and define

Q ′(y1|x) := V (x) + β log
π(y1|x)

1
,

Q ′(y2|x , y1) := Q ′(y1|x) + β log
π(y2|x , y1)
πref(y1|x)

,

Q ′(yt |x , y1...,t−1) := Q ′(yt−1|x , y1,...,t−2) + β log
π(yt |x , y1...t−1)

πref(yt−1|x , y1...t−2)
.
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Is your language model a Q-function?

Q ′ exactly estimates Q⋆

(Goal) We have

Q(yt |x , y1...t−1) =

{
β log πref(yt |x , y1...t−1) + r(x , y1...t) yt = ⟨eos⟩
β log πref(yt |x , y1...t−1) + β log

∑
s exp(Q(s|x , y1...t)/β) o.w.

.

(Recap) We have

Q ′(yt |x , y1...,t−1) := Q ′(yt−1|x , y1,...,t−2) + β log
π(yt |x , y1...t−1)

πref(yt−1|x , y1...t−2)
.

Therefore

Q ′(yt−1|x , y1...t−2) = β log πref(yt−1|x , y1...t−2) + β log
∑
s

exp(Q ′(s|x , y1...t−1)/β) .

Besides, since π(y |x) ∝ πref(y |x) exp(r(x , y)/β), we have

Q ′(yt |x , y1...t−1) = β log πref(yt |x , y1...t−1) + r(x , y1...t) , when yt = ⟨eos⟩.
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Is your language model a Q-function?

Your language model is secretly an advantage function

Result

Finally, we have that

π⋆(y t |x , y1...t−1) = exp(Q⋆(y t |x , y1...t−1)− V ⋆(x , y1...t−1)) ,

where π⋆ is an optimal policy in RLHF, Q⋆ is the soft Q-function, and the V ⋆ is the soft value
function. The language model is implicitly an advantage function in max-entropy RL.
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RLHF is not superior to best-of-n, intuitively

RLHF is not superior to best-of-n, intuitively

Recall the general objective of RLHF:

max
πθ

E
x∼ρ(x)

E
y∼πθ

[r(x , y)− β KL(πθ∥πref)] ,

which is equivalent to

max
πθ

E
x∼ρ(x)

E
y∼πθ

r(x , y) , w.r.t. KL(πθ∥πref) ≤ C
induced by duality

.

And this is actually what best-of-n has been doing:

Best of n

Given a policy π and x , sample y1, y2, . . . , yn ∼ π(·|x), and output y = argmax
y∈{yi}ni=1

r(y).

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 30 / 35



RLHF is not superior to best-of-n, intuitively

RLHF is not superior to best-of-n, intuitively

Recall the general objective of RLHF:

max
πθ

E
x∼ρ(x)

E
y∼πθ

[r(x , y)− β KL(πθ∥πref)] ,

which is equivalent to

max
πθ

E
x∼ρ(x)

E
y∼πθ

r(x , y) , w.r.t. KL(πθ∥πref) ≤ C
induced by duality

.

And this is actually what best-of-n has been doing:

Best of n

Given a policy π and x , sample y1, y2, . . . , yn ∼ π(·|x), and output y = argmax
y∈{yi}ni=1

r(y).

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 30 / 35



RLHF is not superior to best-of-n, intuitively

RLHF is not superior to best-of-n, intuitively

Recall the general objective of RLHF:

max
πθ

E
x∼ρ(x)

E
y∼πθ

[r(x , y)− β KL(πθ∥πref)] ,

which is equivalent to

max
πθ

E
x∼ρ(x)

E
y∼πθ

r(x , y) , w.r.t. KL(πθ∥πref) ≤ C
induced by duality

.

And this is actually what best-of-n has been doing:

Best of n

Given a policy π and x , sample y1, y2, . . . , yn ∼ π(·|x), and output y = argmax
y∈{yi}ni=1

r(y).

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 30 / 35



Goodhart’s Law

A truth

Goodhart’s law

When a measure becomes a target, it ceases to be a good measure.

—- Charles Goodhart

An example

For example, the goal of education is to maximize learners’ learning abilities, however, when
exam scores become the target measurement, the goal may shift to maximizing learners’
exam scores. They may conflict!

So can we simply represent complex human values as reward functions?
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Goodhart’s Law

Pessimism

Strong Goodhart’s law

Any objective, when pursued relentlessly, will eventually be misaligned.
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Goodhart’s Law

Pessimism: some examples

An example

Two sisters went to their mother’s funeral. At the funeral, the younger sister saw a handsome
man and fell in love with him at first sight. After returning home, the younger sister killed her
older sister. Why?

Another example

The Monkey’s Paw by W.W.Jacobs.

AGI may grant you any wish, but how to prevent it from interpreting the wish in the most
harmful way?
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Goodhart’s Law

Even worse?

Alignment still has a long way to go.

Ruizhe Shi (IIIS) language model alignment: story and math Nov. 17, 2024 34 / 35



Goodhart’s Law
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